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Abstract- Every year the college data goes into terabytespatabytes as well. There are nhumerous studentstakieo
admission in engineering in India. After completimome go for Higher Studies while the remainingsojor the
campus placement. There is a relationship betwsestudents placed according to the past recofassiudents placed
according to their past records, is a least explarea which really needs to be focused. The syatlws the user to
get an idea for which organization he might be @tacrhe data from the placement cell as well agxaen department
is collaborated to get the association between tidma system finds the association between stuslpetformance and
the company he is placed in. It will be a globasteyn which can handle big data efficiently and giyp@roximately
correct output for data mining purposes.
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1. INTRODUCTION

In today’'s world, data in huge quantities is being correctly identified observations are available.
accumulated in the data repository. The data coctst

usually has a huge gap from the stored data to theClustering: Clustering is collecting data objects and
knowledge. That's where Data Mining comes intoyp&t  grouping them as a single type cluster by takimgjlar

this change won't occur automatically. One of thesitn  objects to one another within the same clusters and
desired attributes of Data Mining is gathering kiexlge dissimilar to the objects related in other clusters
from massive data. This vast amount of data is chine Initially, we have no idea that how many numbers of
a number of Data Mining techniques such as assogjat  groups are present. It is a form of unsupervisacdiag.
clustering, classification. Data mining focuses on Clustering uses a process of differentiating bylifig
structured data, such as relational and transadtidera similaries  between data according to their
[1].The objective of data mining is to identify idl characteristics.

novel, potentially useful, and understandable datiens

and patterns in existing data [2]. Placement d&a ¢ Association: Association analysis is the exploration of
include student’s percentage, skill sets, compangi®e,  what are commonly termed as association rules. It
company’s package also. Therefore, observationgusin includes the study of the frequency of items odngrr
parameters like student's skill sets, percentagé an together in transactional databases and based on an

company’s criteria provide the prediction about ey identifier called threshold/support which identifi¢he
package. frequent item sets. To find association betweertipiel

attributes, generate rules from data sets, the aatabe
1.1 DATA MINING TECHNIQUES used. Therefore, this task is known as associatite

mining. In a certain given set of transaction, the
prediction of the occurrence of an item can be dbun
using rules based on the occurrences of other iiams
the transaction. The main task of association miléng

is to find all rules having suppor minimum support
threshold and confidence> minimum confidence
threshold [3].

Data mining which is also known as Knowledge
Discovery from Databases (KDD) is defined as the
activity of extracting knowledge from huge amoufit o
data and identifying patterns accordingly. Therefor
data mining is divided into three crucial tasksgagen
below:

Classification: Classification refers to the way of
Organizing data in given classes. It classifies diata
according to its categories. It is a form of sujmrd
learning. It is a kind of learning wherearntraining set of
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1.2 ASSOCIATION RULE MINING

This part of data mining focuses on analysis oadat
identifying occurrences of events and hence uses th
value of support and confidence. It is used forceag
relationships among items in given data set [4].

BASIC TERMINOLOGY:

1. Tuples are transactions, attribute-value pag@stams.
2.Association rule: {A1,B1,C1,D1,...} => {E1,F1,G1},
where A1,B1,C1,D1,E1,F1,G1,... are items [5].

Support: The support of an item set shows how
frequently an item set is appearing in a singladagtion
in the database.

Formula: EP(ANB) = (ANB)/ N
Where N istotal number of items
Range: {0, 1}

Confidence: Confidence can be defined as the ratio of
the number of transactions that contain both A Brid
the number of transactions that contain only A.

Formula: £P(BA) =P(ANB) /P (A)
Range: {0, 1}

2. METHODOLOGY

Fig 1: Flow of Data Mining
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Fig 2: Data Mining Engine

1. Data merging-: Data collected is merged and sorted
according to the needs of our project. Data sudlesst,

pay package in taken into consideration for ourjgmto
The file created is then converted into arff format

2. Pattern Generation-: Derive the patterns received
from the output generated. Classify the patterns by
checking the results inputted of various studeDtsive

the companies a particular student is eligible for.

3. SEGMENTATION:

Segmentation is a process of dividing a studersaldeste

in a form of individualism which are same in spicif
ways applicable toollege placements, based on
parameters like percentage, branch, interests,a-extr
curricular skills, and so on. A segmentation teghgi
which is targeting as a group of students with gjpec
criteria [6].

4. FEATURES

Feature of a system is what makes it powerful and
attractive system. As no one has ever developed auc
system, it is one of its kinds.

Following are the features of the proposed system:

a) 1st placement analyzer:

It's the first placement analyzer ever made intitgtory
of Rajiv Gandhi Institute of Technology and it temme
features too.

b) Supportsany File For mat:

It supports any kind of file format, but should el
formatted so the system can interpret the datagpiyp

c) Fast:

As we are using clustering and segmentation teciesiq
it is easy to access the data due to formationilas
clusters and gives much faster output than anyrothe
method.

d) Transparency:
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The system is transparent to admin and studenttland
transparency is maintains in such a way that tmeirads
given more privileges than student to access thegy.

€) Distribution:

As the system possess distributed property, tha at
distributed among several clusters according to its
properties.

f)  Flexibility:

Our system is flexible with other data as well ahd
necessary changes in the future can be made. Hence
can be used in different sectors.

5. PROPOSED SYSTEM

The proposed system is used in Rajiv Gandhi Instiod
Technology (Engineering College) it can be usedtirer
engineering and non-engineering colleges too.

The other option is using it in the schools andsts to
predict the upcoming grades of a student for
improvement and enhancement of the student inngetti
good grades.

It can be used in other sectors too, such as:

* Retails

» Education

* Medical Education

* Marketing

» Business Strategies

« Market Basket Analysis

Student’'s marks entry and percentage is in a coeren
manner.
number of students which were allowed to sit foe th
campus placements depending upon the criteria laad t
companies in which they were placed. This datalimse
highly scalable as N number of student entries fwan
made without disturbing the performance of the esyst

It is also good for performing complex queries whic
may be later used for data mining purposes. Aslexce

Database is stored in excel sheets with the

forms the clusters and segments of the candidatdlse
records of the students are stored in excel sha@éis.
data can be fetched from excel sheets if needed.
Forecasting is more easier in excel sheets. Bygusata
mining technique i.e. linear Regression which \wilp

in forecasting students result. We can find

Out some particular features for e.g. predict the
companies and their package depending upon stedent’
percentage and extra-curricular skills. Divide shedents
into clusters according to the percentage and corapa

by their package. Also for analytical study various
graphs, pie-charts can be generated accordinglyotiRe
predictions are one click away. Various reports of
students based on the company’s requirements can be
generated very easily. Suppose a student, who reeds
placement information of the company for examp$t li

of students having placed in academic year 2015-16
depending on the marks can get it easily and ne¢d n
search it manually.

7. CONCLUSIONS

In this proposed system, a system is developed hwhic
will ease the use of the student's research abloait t
placement in finding their dream jobs and it wilk@
indirectly help students to avail the eligibilitync
predictions at the earliest. This is done by making
GUI very user-friendly to use for both admin anenss
and also putting complex conditions in a simple way
which would increase the performance of the system,
thus automating the system as much as possible. The
system also takes into account the list of pladadents

in that year .Though the redundancy is presentdbetto

an efficient database being used, it is scalabld an
performance is not reduced.
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6. FUTURE SCOPE

Every system has its own limitations. Following are
some limitations of our system:

The scope defines the boundary of a system. Therys
cannot work with other software. But it has thelibto
accept file in any format but should be well-fortedtto
interpret. The system is not available in otheglages
other than English. The data is inputted need tanbe
proper format or else the processing of the data’'two
happen and it will abort the process. Also the pssc
take a lot of memory while executing the procesdtas
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